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Weather and climate on planet Earth arise primarily from 
differential radiative heating and the resulting movement 
of energy by the dynamic components of the climate sys-

tem: the atmosphere and the oceans. Both of these fluids can move 
heat and moisture through advective processes by atmospheric winds 
and ocean currents, as well as through eddies, large-scale atmospheric 
jet streams and convection. Other major components of the climate 
system include sea ice, the land and its features (including albedo, 
vegetation and other biomass, and ecosystems), snow cover, land ice 
(including the ice sheets of Antarctica and Greenland, and mountain 
glaciers), rivers, lakes, and surface and ground water. About 30% 
of the incoming solar radiation is reflected and scattered by clouds 
and the Earth’s surface back to space. The remaining absorbed solar 
radiation (ASR) in the climate system is transformed into various 
forms (internal heat, potential energy, latent energy, kinetic energy 
and chemical forms), moved, stored and sequestered primarily in 
the ocean, but also in the atmospheric, land and ice components of 
the climate system. Ultimately it is radiated back to space as outgo-
ing longwave radiation (OLR)1–3. In an equilibrium climate, there is 
a global balance between the ASR and OLR, which determines the 
Earth’s radiation budget1–2. Perturbations of this budget from internal 
or external climate variations create EEI4, manifested as a radiative 
flux imbalance at the top of the atmosphere (TOA).

The EEI is shaped by several climate forcings, some of which occur 
naturally and some that are anthropogenic in origin. A sense of the 
relative importance of these factors for a given timescale is obtained 
through estimates of their ‘effective radiative forcing’ (ERF; Fig.  1). 
The phenomena giving rise to changes in ERF vary regionally and 
over time. Internal climate variability occurs on daily and monthly 
timescales, associated with weather systems and phenomena such as 
the Madden–Julian Oscillation (MJO) that cause short-term changes 
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in cloudiness5. On interannual timescales, the El  Niño/Southern 
Oscillation (ENSO) plays a substantial role as energy is taken up 
and stored in the ocean, and then moved around and eventually dis-
charged back into the atmosphere6,7, leading to substantial variations 
of EEI. Longer-term variability induced through the internal climate 
modes such as the Pacific Decadal Oscillation (PDO) can temporarily 
alter the EEI for several decades as heat is sequestered by the ocean at 
different depths and later released to the atmosphere8. Any of these 
internal natural variations can mask a climate change signal.

There are three main external influences on EEI at decadal and 
longer timescales6,9 (Fig. 1): changes in the solar output with a time-
scale of several years (for example, the 11-year sunspot cycle), large 
volcanic eruptions that result in clouds of debris high in the atmos-
phere for a year or more, and human activities. In particular, anthro-
pogenic influences are now large enough to perturb EEI in ways that 
are discernible within the climate system. The latter half of the twen-
tieth century has seen negative contributions to EEI from anthropo-
genic aerosols and land use changes (Fig. 1). On decadal timescales, 
EEI has become increasingly dominated by the influence of carbon 
dioxide and other greenhouse gases, promoting the accumulation 
of excess heat, which is driving global warming4,6,10–12 (Fig. 1). Over 
90% of this positive EEI is manifested in increased ocean heat content 
(OHC) (Fig. 2a). A small proportion (a few percent) of EEI contrib-
utes to the melting of Arctic sea ice and land ice (glaciers, Greenland 
and Antarctica). The remaing EEI goes into heating of the land and 
atmosphere (Fig.  2a); changes in kinetic and chemical forms of 
energy make a negligible contribution1,13. 

Symptoms of the EEI
Climate change occurs as a result of the Earth’s system adjusting to 
the EEI in an attempt to restore radiative equilibrium. For example, 
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with increased heat-trapping greenhouse gases, OLR may initially 
decrease, resulting in a positive EEI. Then, as tropospheric tempera-
tures rise, OLR increases again according to the Stefan–Boltzmann 
Law, and the positive EEI is reduced until a new equilibrium is 
reached. However, in reality, there are many additional complexities.

In the short term, however, EEI will be positive, manifested as 
‘symptoms’ such as global temperature rise, increased OHC, sea 
level rise, and the acceleration of the hydrological cycle (Fig. 2b). 
Accordingly, EEI represents a fundamental quantity defining the 
rate of anthropogenic global warming. Tracking and understand-
ing the EEI and where the energy is sequestered, and where and 
when it may re-emerge, is essential to improve seasonal-to-decadal 
climate predictions and projections on century timescales to enable 
improved planning for and adaptation to climate change.

Many aspects of the climate are determined by the heat capacity 
of the different components of the climate system3. The atmosphere 
is not able to store much heat; its heat capacity corresponds to that of 
the top 2.5 m of the ocean (< 1% of the total open ocean depth). Land 
plays a much smaller role in the storage of heat than the oceans, and 
as a result the variability of surface air temperatures over land is a 
factor of two to six times greater than that over the oceans. Major ice 
sheets, such as those over Antarctica and Greenland, respond slowly 
because the penetration of heat occurs primarily through conduc-
tion and so the change in effective heat capacity from year to year 
is small. Although sea ice is important to the radiation budget and 
air–sea heat exchanges locally, the global impact is small3.

The vast majority of the accumulation of excess energy with EEI 
is manifested in increased OHC11,14. The largest fraction of multidec-
adal warming has occurred in the upper 700 m of the global ocean, 
but as much as 25% of OHC increase since 1971 is attributable 
to depths below 700  m14–16, as supported by ocean reanalysis17. 
Moreover, present-day global mean sea level (GMSL) rise is caused 
by a combination of ocean-warming-related thermal expansion and 
ocean mass addition from land ice melt and ground water depletion 
(Fig. 2b). Thermal expansion and changes in ocean mass contrib-
uted about 30–50% and 50–70% of observed GMSL rise over the 
past century, respectively18.

There is a clear relationship between EEI and global mean sur-
face temperature (GMST) on multidecadal timescales, and this is a 
cornerstone of the attribution of observed climate change to anthro-
pogenic origins19. However, the uptake of heat by the ocean acts as 
a buffer to climate change20, slowing the rate of surface warming. 
Thus, the ocean’s ability to store and vertically redistribute large 
quantities of heat over a decade or so means that trends in GMST 
are an unreliable indicator of global warming on these timescales 
(Fig. 3) — as found by both observation- and model-based stud-
ies8,11,17,21–27. Conversely, analysis of climate models shows that trends 
in global OHC place a strong constraint on EEI on interannual and 
longer timescales (Fig. 3b), with the other components of the energy 
inventory playing only a minor role24.

Progress in monitoring EEI
To monitor climate change most effectively, we must resolve the 
timescales and magnitudes associated with the major external 
forcings presented in Fig.  1. In addition, we must increase our 
understanding of regional EEI natural variations, which can mask 
any climate change signal. The standard deviation in monthly EEI 
anomalies is approximately 0.6 W m–2 (refs 5,28), and annual aver-
age EEI can change by 1 W m–2 or more during an ENSO cycle6,28,29. 
EEI variability associated with solar forcing over the 11-year solar 
cycle is about 0.1 W m–2 (ref. 6) and the range in annual mean EEI 
during recent volcanic events was also about 0.1 W m–2 (ref.  30), 
but can be 20–30 times greater immediately following strong epi-
sodic volcanic eruptions (Fig.  1), such as the Mount Pinatubo 
and El Chichón eruptions31. Underlying this variability is a mean 
0.5–1 W m–2 imbalance associated with climate change4,6,12,29, which 

is likely to change by only a few tenths of a W m–2 per decade. Hence, 
monitoring EEI requires observing systems that can reliably detect 
changes in EEI with an accuracy of <0.1  W  m–2 on multiannual-
to-decadal timescales and <0.5 W m–2 on subannual-to-interannual 
timescales. Advances in space-borne and in  situ observations and 
climate modelling over the past two decades means that the ability 
to monitor and simulate this most vital metric of climate change is 
within our grasp for the first time.

There are four approaches that can potentially be used to esti-
mate the absolute value of EEI and its time evolution: (1) magnitude 
and variations in the radiative components at TOA; (2) estimates 
of energy exchanges at the Earth’s surface; (3) temporal rates of 
change of OHC and other climate system components; and (4) sim-
ulations of EEI from state-of-the-art climate models. Each method 
has its own strengths and weaknesses, but, in many ways, they are 
also complementary.

The first (and perhaps most direct) approach in monitoring 
variations in EEI is through satellite instruments orbiting Earth 
that observe the incoming and reflected solar and emitted thermal 
radiation in broad spectral regions spanning the ultraviolet to the 
far-infrared parts of the electromagnetic spectrum28,32. The EEI is a 
small residual of the TOA radiative flux components that are two 
orders of magnitude greater. As a result, it is extremely challenging 
to achieve the required 0.1 W m–2 absolute accuracy in EEI from 
satellite observations. Absolute calibration uncertainty (given as 
1σ) alone is 0.13 W m–2 for incident solar radiation33, 1 W m–2 for 
reflected solar radiation and 1.5 Wm–2 for emitted thermal radia-
tion34. In addition, there are other sources of error associated with 
the conversion of measured radiances to fluxes (0.2 W m–2)35, time 
sampling uncertainties (0.2 Wm–2)34,36 and uncertainty in assuming 
a 20 km reference level (0.1 W m–2)37.

Nevertheless, satellite observations are the most useful means to 
track variations in EEI over a range of space- and timescales. This 
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Figure 1 | Effective radiative forcing since 1750. As well as radiative 
forcing from greenhouse gas concentrations, EEI is also shaped by a 
several other climate forcings — some of which occur naturally (such as 
variations in solar output and volcanic aerosol emissions) and some of 
which are anthropogenic in origin (such as variations in albedo associated 
with land use changes and various aerosol emissions). A sense of the 
relative importance of these factors for a given timescale is obtained 
through estimates of their effective radiative forcing (ERF), which is 
defined as the change in net downward TOA radiation after the initial 
adjustment of atmospheric temperatures, clouds and moisture, but before 
surface temperatures have responded9. Aer-Rad int., aerosol–radiation 
interaction; Aer-Cld int., aerosol–cloud interaction; BC, black carbon; Strat., 
stratospheric; Trop., tropospheric; WMGHG, well-mixed greenhouse gases. 
Adapted with permission from ref. 73, © 2014 IPCC.
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is because most uncertainties are systematic, so although the abso-
lute value is uncertain, its variations can be determined to within 
0.3 W m–2 per decade34. TOA radiative fluxes derived from a com-
bination of geostationary and sun-synchronous satellite instru-
ments36 can be tracked from hourly to decadal timescales, and 
from to within 1° on regional to global spatial scales. Currently, the 
longest running continuous global TOA record is from the NASA 
Clouds and the Earth’s Radiant Energy System (CERES)34, which 
started providing usable data in March 2000. TOA radiative fluxes 
exhibit large-amplitude high-frequency fluctuations owing mainly 
to clouds associated with weather at daily to monthly timescales5, 
and show a strong relationship to ENSO on interannual timescales6. 
The unparalleled spatio-temporal sampling characteristics of sat-
ellite measurements provide important information with which 
to disentangle the ‘fingerprints’ associated with different radiative 
forcings (Fig. 1).

As the atmosphere and land surface have little heat capacity 
and have stored less than 0.03  W  m–2 of heat in the past several 
decades4,38, the EEI can, in principle, be constrained through esti-
mates of air–sea heat fluxes on annual timescales. The uncertainties 
of the surface budget arise from many sources: inadequate sam-
pling, changing data types, observing instrument biases, incom-
plete knowledge of exchange processes and poor representation 
of key variables (for example, cloud amount). Sensible and latent 
heat flux estimates are obtained using bulk formulae that depend 
primarily on the product of wind speed with vertical temperature 
and humidity gradients in the near-surface atmospheric layer39. 
Information on these variables has been provided historically from 
ship observations with highly heterogeneous sampling determined 
by shipping routes40. In the modern era (post-1980s), reason-
ably accurate and well-sampled satellite estimates are available for 
wind speed and sea surface temperature (SST). However, satellite 
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retrievals of near-surface air temperature and humidity still contain 
large uncertainties41, preventing the accurate estimation of latent 
and sensible heat fluxes from space.

Atmospheric reanalyses provide a further source of surface heat 
exchange estimates using a combination of bulk formula and radia-
tive transfer model approaches. However, reanalyses exhibit large 
global imbalances (order 10  W  m–2)42–44, and often large spurious 
temporal trends (approaching 10 W m–2 at decadal timescales)39,45, 
rendering them unsuitable for accurately characterizing both the 
long-term global mean heat exchange and its temporal variability. 
Ship-based datasets, combinations of atmospheric reanalyses with 
satellite data and ocean reanalyses exhibit similar problems42,46.

Surface radiative flux datasets have been inferred from satellite 
TOA observations using models or empirical methods to correct 
for atmospheric attenuation, but it has been difficult to satisfactorily 
achieve energy budget closure. The level of agreement between satel-
lite surface radiative fluxes and in situ observations has improved47,48 
with recent datasets (for example, the CERES Energy Balanced and 
Filled dataset28). Although progress towards more reliable flux data-
sets is being made, the uncertainties are likely to be much larger 
than other estimates for the foreseeable future. This limits their use-
fulness for estimating EEI, although useful complementary infor-
mation can be gleaned regionally.

An alternate approach is to derive the EEI through estimating the 
rate of change of energy storage in the climate system4,6,38,49. Given 
the small contributions from changes in ice, land and the atmos-
phere (Fig. 2a), this approach hinges on estimates of OHC change11, 
which are obtained from the difference of the measured tempera-
ture and a climatology along a vertical profile in the ocean. Ideally, 
this is integrated over the full depth of the ocean, but because of 
limitations in the observing system, it is typically done to a reduced 
depth. Before the year 2000, temperature measurements were most 
often made in the upper 700 m of the water column, and had uneven 
spatial coverage. Changes in measurement techniques and instru-
mentation over time resulted in OHC biases50 and there were large 
uncertainties51. Discrepancies arise from different statistical meth-
ods for spatially mapping OHC, differences in data quality control 
processing and data correction methods11. An international effort 
is under way to address some of these challenges (www.iquod.org).

A dramatic improvement in the ocean observing system has been 
achieved with the implementation of the global Argo array of auton-
omous profiling floats with high precision and accuracy anchored 
by modern conductivity-temperature-depth (CTD) systems (www.
argo.ucsd.edu). This allows, for the first time, continuous monitor-
ing of the temperature and salinity of the upper 2,000 m, with inter-
national standards of quality control. By about 2005, the Argo array 
had sufficient space-time sampling to yield an improved measure of 
OHC change27 that was accurate to less than 0.3 W m–2 at a decadal 
timescale11 (Fig. 4b), and has helped to refine the ocean’s contribu-
tion to the Earth’s energy budget4. However, despite the tremendous 
technical developments of the in situ ocean observing system, cov-
erage is not yet truly global. The deep ocean below 2,000 m (nearly 
half the ocean volume) has very few measurements. The few that are 
available are from sparse, but very precise, hydrographic sections 
from research vessels16,52. There are also gaps in the geographic cov-
erage, with almost no floats in marginal seas (such as the Indonesian 
Sea53), under ice or polewards of 60° latitude (Fig. 4a).

Indirect OHC estimates can be computed through combining 
satellite observations of GMSL54,55 and global mean ocean mass 
(GMOM)56,57. The residual (GMSL−GMOM) is primarily the ther-
mal expansion component of sea level and is directly related to OHC 
change53,58. For the past decade, accurate observations of GMSL 
from satellite altimetry and its components (for example, steric sea 
level from Argo down to 2,000 m depth and GMOM from GRACE 
space gravimetry) allows, in principle, the contribution of the 
deep ocean (below 2,000m) to sea level rise to be constrained53,58,59. 
The most recent estimate of global, full-depth OHC change from 
2005 to 2013 based on the indirect estimate is 0.64 ± 0.44 W m–2 
(ref. 58). However, up to now, errors in the data are still too large 
to provide robust estimates of the deep ocean contribution over 
a decade53–56,58,60,61.

Climate models provide another means of estimating the time 
evolution of EEI and can potentially provide greater insights into 
the underlying mechanisms than is afforded by observations 
alone6,62,63. However, this depends on realistic implementation of 
radiative forcings (Fig. 1), and confidence in the representation of 
aerosols, clouds and their interaction remains a particular chal-
lenge64,65. Representation of the radiative forcing agents in climate 
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models must be routinely updated and implemented. For example, 
the CMIP5 simulations do not include the small volcanic eruptions 
observed during the 2000s, and do not fully represent our under-
standing of recent solar variability (including spectral variations) 
and their effects on radiative forcing6,12,30,66. Careful analysis of both 
global and local energy budgets is required to assess the fidelity of 
model simulations over the historical period, to promote model 
improvements, and to develop observational constraints on future 
climate change. Climate models have played an important role in 
our understanding of variability in EEI and the importance of ocean 
heat rearrangement in shaping variations in surface temperature 
and upper-ocean heat content21,22,24,67.

The way forward
The absolute measure of EEI and how it changes over time is funda-
mental to climate change, and represents a critical quantity defining 
the current status and expectations for continued global warming 
because it determines how much warming is ‘in the pipeline’4. To 
achieve values accurate to 0.1 W m–2 for monitoring EEI at decadal 
timescales, international efforts must be fostered to: (1) improve 
our capability to derive estimates of OHC changes; (2) optimize 
EEI quantification and its changes over time through the combined 
analysis of different global observing systems; (3) combine results 
from ocean models, atmospheric forcing fluxes and ocean observa-
tions; and (4) develop a synergy among climate research communi-
ties concerned with the energy flows in the Earth’s system.

Analysing GMST alone is not a robust means of tracking global 
warming. The only practical approach to monitoring the absolute 
value of EEI is through the rate of change of OHC (dOHC/dt) with 
additional small allowances for changes in sea ice, land and atmos-
pheric energy. There are a number of elements to this argument. 
First, CMIP5 climate model simulations suggest that global OHC 
becomes the dominant term in Earth’s energy budget on a timescale 
of about 1  year24 and therefore represents the key energy storage 
component for EEI on annual to multidecadal timescales14. Second, 
the underlying ocean temperature observations represent an abso-
lute geophysical measurement11. Third, change in OHC is a useful 
and robust metric because it represents the time-integral of EEI.

Reducing uncertainties of OHC estimates is hence critical to 
improve the understanding of Earth’s heat storage, thereby enabling 

better projection of climate change over the coming decades. 
Because of inherent natural variability, measurement uncertainty 
and gaps in the current global observing systems, there is a consid-
erable spread in global OHC rates, ranging from 0.1 to 0.9 W m–2 
(Fig.  4b). Consequently, closure of the observed energy budget 
during the recent period of most complete and accurate climate 
observing systems (2005–present) is elusive6. Research and devel-
opment is thus required by the different communities involved in 
satellite altimetry, GRACE and the in situ hydrographic data pro-
cessing to clearly identify the causes of errors — and then reduce 
and eliminate them.

As discussed, currently available surface flux datasets are of 
insufficient accuracy to be used reliably for the determination of 
changes in EEI, as they have large unphysical trends. As numerical 
weather prediction centres move towards coupled ocean–atmos-
phere reanalyses, there is the potential that such an approach will 
have the accuracy required for EEI studies, but this will need to 
be demonstrated.

OHC can be estimated through reanalysis with a physically based 
model using a coupled ocean–atmosphere framework. Reanalyses 
take advantage of the underlying physical model to bring forward 
all past information and provide a more physically consistent 
interpolation of multi-variate observations than statistical meth-
ods. Models can assimilate Argo data along with XBTs, SSTs, sea 
level from altimetry, satellite gravity, and so forth68–71, but currently 
model biases are large and need to be accounted for. International 
expertise exchange and discussions have been established through 
the ocean reanalysis inter-comparison project, ORA-IP71, which is 
essential to understand sources of uncertainties and model biases 
to lead to improvements. Obtaining the time-derivative of OHC 
removes some biases but emphasizes noise, and scrutiny of dOHC/
dt provides a way to help evaluate products. On average it provides 
the basis for obtaining the absolute value of EEI. On the other hand, 
satellite-based TOA measurements can measure high frequency 
fluctuations in EEI but not their absolute value. It therefore makes 
sense to combine these observations in an optimal way that capital-
izes on the strengths of both. Contributions from other parts of the 
Earth system, though small, are important for altering EEI and must 
be included — such as changes in the cryosphere, and atmospheric 
and continental heat storage4,49.
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gridded fields, SCRIPPS75 (blue); IPRC (black, http://apdrc.soest.hawaii.edu/projects/argo/); EN476 (green); JAMSTEC77 (cyan). Results from the indirect 
method using the global sea level budget have also been included58 (red).
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Ultimately, in order to increase our ability to predict climate 
and develop mitigation strategies, it is an imperative to track 
EEI. To achieve the highest possible spatio-temporal resolution, 
we must combine satellite estimates of EEI variations from TOA 
radiation measurements with estimates of the absolute value of 
EEI derived from the time-derivative of OHC. To meet this goal, 
future priorities must include the sustained continuation of the 
global ocean hydrographic observing system and its extension into 
polar regions, marginal seas and the deep oceans below 2,000 m 
depth. Supplementary data from satellite measurements are also 
essential. Exciting developments continue to be made in observing 
and analysis systems, and these must continue to make the sys-
tem more efficient and capable. Coordinated international efforts, 
such as the CLIVAR research focus CONCEPT-HEAT72, need 
to be maintained and fostered. These new observation products 
will challenge climate models and lead to their improvement. The 
combination of these factors, if continued and strengthened, will 
provide a basis for understanding and predicting climate change at 
a level that has so far been impossible.
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